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Consequence Scanning 
Consequence scanning is a useful and important tool we practiced in this project. Essentially, it is a framework 
designed to help us address the negative consequences of our product and identify areas for improvement. 
This allows us to slow down the product ideation process and think about what drawbacks we have, and by 
fixing the shortcomings weʼre able to find more opportunities. We did a consequence scanning session after 
the in-class sprint. Each team member contributed to identifying the potential consequences of our product. 
This involved analyzing various aspects such as stakeholders, touchpoints, and data utilization. Then we 
created a 2x2 matrix of intended and unintended consequences, as well as positive and negative outcomes, to 
visualize how these consequences are affecting our product. We discovered that simply using NLP canʼt 
provide a useful training experience for different language learners, which is an unintended negative 
consequence, so we added the ability to detect usersʼ language proficiency to create a more customizable user 
experience. Consequence scanning proved instrumental in navigating potential shortcomings in our product 
and steering it toward a more refined and user-centric direction.



Critique 
Below are some key takeaways from the critique session:

1. Financial Analysis
● Clarification on Duolingo Partnership: Emphasize that we are Duolingo, focusing on enhancing and refining an 

existing product.
● Cost vs. Revenue Calculation: Improve financial slides by explicitly showing and calculating cost versus revenue.
● Subscription Fee Examination: Take Duolingo Max's subscription fee ($30/month) into consideration for financial 

benchmarking.

1. Technology Considerations
● Technical Limitations of TTS: TTS may not be sufficiently advanced for inaccurate pronunciation.
● Content vs. Pronunciation: Emphasize the product's focus on the content of speech rather than pronunciation 

accuracy.

2. User Experience
● User Engagement with Ads: Assess user receptiveness to an ad-supported model versus subscription.

3. Other Considerations
● Break-Even Analysis: Determine the number of users needed to convert to subscriptions for profitability.
● Risk Management: Clearly list the risks, explain why they are manageable, and propose mitigation strategies.



Final Solution
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Introduction
Our customer: Duolingo 

Recently, Duolingo cooperated with GPT-4 and introduced the 
language learning chatbot. 

We want to continue optimizing the potential of language 
learning with AI assistants by creating smooth, natural 
conversations that fits users’ proficiency level.



User Desirability

Audio Based Natural Conversation Personalized Proficiency

Improve speaking first, 
prioritize spoken form over 
written form;

Talking faster than typing, 
higher efficiency

Allow errors in the learning 
process, avoid the teacher 
tone;

Mimic the way a real 
person talks

Analyze users’ language 
proficiency from input;

Give responses that match 
or go slightly beyond 
users’ proficiency level to 
push for improvement



Innovative Points
Talking > Writing

Stress-free

Casual Expressions Incorporate cultural references, idiomatic expressions, 
and situational language; prepare learners for 
everyday conversations

Respond to the growing market demand for native 
speaker trainers, encourage talking 

Allow users to talk about anything in any way, tolerate 
errors, prioritize the flow of the conversation



What did you do last weekend?

I go to park. See trees 
and birds. 

I went to the park over the 
weekend. It was really 
nice out there. I saw lots 
of birds and sat by the 
lake for a while. Even had 
a small picnic, just some 
sandwiches and juice. 

I visited the park last weekend. 
It was quite lovely, actually. The 
place was really lively - kids 
playing, people jogging. I did 
some birdwatching and 
enjoyed a small picnic near the 
lake. Just sitting there, soaking 
in the sun and the sounds of 
nature was pretty relaxing. It's 
nice to get out and just breathe 
in some fresh air, you know?

Beginner Intermediate Advanced

Proficiency level: on an scale, not limited to three!

User Journey



Simple language 
easy vocabulary

⬇

Addresses students’ 
language mistake to 

foster basic 
conversational skills.

Higher tolerant of 
mistakes

⬇

Maintains a smooth 
conversation flow

Cultural references and 
idiomatic expressions

⬇

Teaches language nuances 
beyond textbook learning

Beginner Intermediate Advanced

Proficiency level: on an scale, not limited to three!

User Journey



Technology
Capability

- Audio-Recognition Technology: transforming Audio input into Text
- NLP: understanding users’ input according to their proficiency, and 

provide proper feedback that matches their proficiency.
- TTS: transforming Text into Audio.

Domain:
- Education, Language Learning, Communication

Feasibility:
- Technology already exists (used by OpenAI, Google, Duolingo)
- Data already exists, and can be continuously generated by users
- Data can be labeled
- Although the performance needed is high, many companies have 

been using audio chatbots for communications.



How it works:

Voice input

Speech Recognition 
Technology transfers 
the voice input into 
text

NLP 
interaction

NLP technology 
understands your words 
and generates response 
based on your 
proficiency

T

Do you play sports?

TT

Voice 
interaction

TTS reads the text 
aloud

T

T

T

Yeah I play soccer 
which is very fun

Soccer is a nice 
choice! How often 
do you play?



Financials
Financials Category DuoLingo Audio Chatbot Details/Assumptions Unit Cost Quantity/Units Total Estimates 

(Approx.)
Timeframe

Development Costs

Technology Licensing GPT-4 and other 
APIs/Platforms etc.

Licensing fees for NLP and TTS 
Tech

$200,000 Per Annum $200,000 Yealy

R&D Investment Chatbot development Engineering, design, UX/UI $500,000 Initial $500,000 One-Time

Data Acquisition & 
Labeling

Dataset preparation Data purchase, annotation, and 
curation

$150,000 Initial $150,000 One-Time

Operational Costs

Maintenance Ongoing support Regular updates, bug fixes, 
improvements

$75,000 Per Annum $75,000 Yearly

Support Staff Human oversight Staff for monitoring and 
assistance

$120,000 Per Annum $120,000 Yearly

Marketing and 
Promotion

User acquisition Campaigns to promote the 
chatbot feature

$250,000 Per Annum $250,000 Yearly

Total Costs $1295000

Assuming 2.5% conversion rate of our 1 million active users, with the chatbot feature 
expected to boost premium subscriptions, and a 10% increase in user engagement.



We can recoup our investments in < 3 months!
Revenue Stream Conversion Rate (With base of 1M active users)

Subscription Fees ($30) Before Chatbot After Chatbot

Premium Users 2% of 1 M
= 20000

2.5% of 1 M
= 25000

Subscription Revenue $7,200,000 $9,000,000

Advertiser Revenue $200,000 $300,000

Total Revenue $7,400,000 $9,300,000

Growth Category Growth Impact Notes

User Engagement + 10% Based on increased session 
times and interactivity.

Conversion Rate + 0.5% Incremental conversions to 
premium subscriptions.

Retention Rate + 5% Improved retention through 
enhanced learning 
experience.

Customer Acquisition + 15% Attraction of new users 
looking for advanced 
learning tools.

Yearly Net Profit: Total Revenue - Total Costs = $9,300,000 - $1,295,000
 

= $8,005,000
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Risks / Consequence Scanning
Privacy and Security (High) User Desirability (Low)

Algorithmic and AI Challenges (High) Regulatory and Compliance (Medium)

● Voice Data Breaches and Misuse
● Legal Issues and Reputational Damage

● TTS inaccuracy due to accents
● Bias in NLP Algorithms for accents, dialects

● Accessibility Issues & limited audience
● High Development and Maintenance Costs

● Evolving privacy and regulatory laws
● Unintentional infringement of Intellectual 

Property and Copyright

Ensure Data protection & governing act 
(GDPR, CCPA) are intact

Build features that cater to wider learning 
audience & plan upfront costs

Ensure stringent protocol measures and 
fines, in case of non-adherence

Train models on data from a variety of 
backgrounds, perform quality checks



Technical Feasibility in Detail
1. Audio-Recognition Technology: 

I.e. DeepSpeech, Kaldi, Flashlight
● Automatic Speech Recognition (ASR): 

Converts spoken language into text with a focus on recognizing words and phrases accurately.
● Machine Learning Models for Accented Speech Recognition (A Plus): 

Specialized in understanding various accents to improve recognition accuracy.

2. Natural Language Processing:
I.e. Some top language models: GPT-4, BARD, LlaMA, Gemini!

● Dialogue Management Systems: 
Manage the flow of the conversation and generate appropriate responses based on user inputs.

● Sentiment Analysis (a plus): 
Determines the emotional content of the user's speech, which is useful for language learning that 

involves expressions.
● Named Entity Recognition (NER): 

Classifies key information from speech into predefined categories to enhance language comprehension.



Technical Feasibility in Detail
● Language Modeling: 

Predicts subsequent words and aids in crafting grammatically correct sentences.
● Deep Learning Algorithms for Contextual Learning: 

Utilize neural networks to understand the context for better interaction.
● Language Detection Algorithms: 

Identify the language spoken by the user, essential in a multilingual learning platform.

3. Text-to-Speech (TTS):
I.e. WaveNet, Tacotron, FastSpeech…

● Speech Synthesis Markup Language (SSML): Allows for the customization of speech output to make the TTS 
more natural and engaging.

In addition, student data can be meticulously labeled through various methods. Human annotators, possibly 
augmented by crowdsourcing platforms, provide manual labeling for accuracy, while semi-supervised and active 
learning techniques optimize the use of unlabeled data. Furthermore, transfer learning leverages pre-trained 
models to improve generalization to new data, and multi-model approaches ensure comprehensive coverage of 
different language skills. 



Financial Viability in Detail 
Technology Licensing: Starting with GPT-4 licensing, we estimate a yearly cost of $200,000. This is based on a 
projected 5 million user interactions annually, with an average token consumption rate of 500 tokens per 
interaction. Given OpenAI's pricing of $0.02 per 1,000 tokens, this translates to $50,000 solely for token 
usage. 

The remaining $150,000 accounts for the additional computational and API usage, ensuring we have the 
capacity for peak performance without bottlenecks. Taking all these factors into account, we have estimated a 
comprehensive licensing fee that ensures robust service delivery without interruption.

Operational Costs: We're looking at $75,000 for maintenance—this includes server uptime, technical support, 
and iterative improvements to the chatbot. Support staff and customer service add another $120,000, 
essential for maintaining high user satisfaction and rapid issue resolution. For marketing, a budget of 
$250,000 will allow us to effectively reach a broader audience and convey the unique value of our chatbot



Financial Viability in Detail 
Subscription Revenue Projections:
Our current user base is 1 million active users, with a conservative premium conversion rate of 2%. 
At our current premium NLP subscription price of $30 per month, the annual subscription revenue per user is $360.
We are projecting the chatbot would lead to a 2.5% conversion rate increase from a base of 1 million active users:

Current Conversion Rate: 2% of 1 million = 20,000 
premium users
New Conversion Rate: 2.5% of 1 million = 25,000 
premium users
Increase in Premium Users: 5,000 users due to chatbot 
introduction

Revenue Before Chatbot: 20,000 users * $30/month * 12 
months = $7,200,000
Revenue After Chatbot: 25,000 users * $30/month * 12 
months = $9,000,000
Incremental  Subscription Revenue from Chatbot: 
$1,800,000

Advertiser Revenue is pegged at $300,000. With our enriched user engagement metrics, we can command premium ad 
slots. This figure is drawn from current ad spend trends and the increased time users are expected to spend interacting 
with the chatbot.

Total Revenue with Chatbot: $9,000,000 (Subscription) + $300,000 (Ads) = $9,300,000

Yearly Net Profit: Total Revenue - Total Costs = $9,300,000 - $1,295,000 = $8,005,000



User Desirability in Detail 
Our version of Duolingo chatbot has 3 major upgrades from the existing one. We decided that these could 
be some features users desire, according to our research and interpretation on the current market of 
language learning. 

1. Speaking-first approach

“An estimated 250,000 native English speakers work as English teachers abroad in more than 40,000 schools 
and language institutes around the world.” This rapidly expanding market reflects language learnersʼ 
growing awareness of the importance of being able to talk like the way native speakers do. Speaking 
is slowly becoming the priority of the learning a new language, whereas traditionally the priority has 
always been writing. 

Thatʼs why the chatbot we have proposed is audio-based, which means the user and the bot talks 
back and forth. We do acknowledge that having to speak can limit the range of occasions the learning 
happens, but we think that in those cases other features of Duolingo would be suitable. It is beneficial to 
differentiate Duolingoʼs chatbot from its normal features and maximize that distinction. 



User Desirability in Detail 
2. Natural conversation

The high demand for native English speakers also indicates learnerʼs preference of learning through 
natural conversations. Currently the Duolingo chatbot is somewhat “academic”, as it tries to correct users 
on all the mistakes they make; the chat has no topic, other than the bot teaching users vocabulary and 
grammar, in the way conventional textbooks do. We are  trying to move away from that. We encourage 
normal, everyday topics. We prioritize the flow of a conversation, and try not to correct usersʼ errors 
immediately so as not to interrupt the flow. This mimics real-life situations of talking with native speakers 
and introduces casual, native expressions, which is oftentimes exactly the goal of language learners. 

3. Personalize proficiency

We realize that users can feel overwhelmed by being thrown into a conversation. Our chatbot makes it an 
incremental process by inferring usersʼ proficiency level from their input, and gives prompts and responses 
that match or go slightly beyond usersʼ proficiency level to push for improvement. 



Risk Analysis in Detail 
Below are some approaches of how we will manage risks when there are deviations in AI’s performance and ethics:

Audio Recognition:
● Regularly test and monitor models for accuracy and biases.
● Establish guidelines for responsible data sourcing to prevent biases.

Natural Language Processing:
● Update models to adapt to language shifts.
● Rigorous testing for biases and ethical considerations, especially in sentiment analysis.

Language Modeling and Deep Learning:
● Regularly update models to prevent biases.
● Implement interpretability tools and ethical guidelines.

Text-to-Speech (TTS):
● Assess and update TTS models for naturalness.
● Thorough testing across linguistic and cultural contexts.

Student Data Labeling:
● Annotators must obtain criminal clearance and complete relevant ethical training beforehand.
● All sensitive personal student information will be removed to maintain data confidentiality.



Reflection



Group reflection
In this project, we continued to practice our matchmaking and concept ranking skills. Initially, each team member 
generated 15 ideas based on three examples identified using NLP technology. During the concept selection phase, we 
developed multiple matrices to compare each idea's expertise requirements, necessary accuracy, generated value, and 
effort involved. Through this matrix analysis, we successfully eliminated most of the impractical ideas. Following the matrix 
evaluations, we conducted concept ranking and risk analysis to narrow down our options. After consulting with other teams 
and professors, we collectively decided to pursue the development of a language-learning chatbot. In the subsequent 
parallel refinements stage, our team split into three parts, each responsible for technology, financial aspects, and user 
experiments.

The consequence scanning session conducted outside class proved highly beneficial during parallel refinements. By listing 
the potential consequences of our data utilization and NLP technology, along with considering the concerns of different 
stakeholders, we gained valuable insights. It became apparent that we had overlooked the language proficiency levels of 
potential users and their lack of a natural practice environment. This oversight could lead to communication difficulties 
with the chatbot and reduced efficiency in learning the new language. Consequently, we incorporated audio technology 
and proficiency level detection, enhancing the customization and communicability of our product.

In summary, our team demonstrated effective dynamics in idea generation, thoughtful discussions on the strengths and 
weaknesses of our product, and refining our approach from diverse perspectives. The techniques employed in this project 
are expected to be beneficial for our teammates' future endeavors in AI technologies.



Jiapei - Shaping the Big Idea (Ideation & Consequence Scanning) 
During the ideation part, I chose three examples that used NLP technology and came up with 5 different ideas for each 
of the examples. The first example is the speech recognition used by Zoom which transforms spoken language into a 
machine-understandable format; the second is autocorrect used by Apple, which identifies misspelled words by 
cross-matching them to a set of relevant words in the language dictionary used as a training set; and the third one is 
the text summarization used by ChatGPT, which summarizes text by extracting the most important information. These 
NLP applications utilized different capabilities and could also inspire other similar applications in different fields. For 
each of these examples, I used matchmaking to come up with different possible domains and applications for the 
capability. I discussed with teammates in class about the concept selection, and we used multiple methods to narrow 
down the concepts. Itʼs really useful to use a combination of the value-effort matrix, cost-proficiency matrix, and the 
usual ranking system to eliminate unnecessary ideas. I discovered that many ideas we came up with were interesting 
and sounded attractive, but they may cost too much or require professional people to manipulate, which isnʼt ideal for 
a good AI product. Our team also used consequence scanning when we were picking up the final idea. We listed many 
touchpoints of usersʼ interaction with the product and evaluated them from whether itʼs positive or negative as well as 
intended or unintended.



Jiapei - Critique & Overall Reflection
The consequence scanning method helped us clarify how we wanted to make the product. In this project, we were 
thinking about generating a chatbot that could help tutor kids, but after rounds of discussion and concept selection, 
we combined some ideas together and came up with a language-learning chatbot that could help people learn new 
languages faster and communicate in a more natural environment, without the need to live in a new country or to find 
native speakers. The consequence scanning helped us specify what we wanted to avoid, for example, unmatching 
proficiencies. After the discussion with the professor,  we added the feature of matching the chatbotʼs language use 
with the usersʼ proficiency level and set our role as part of Duolingoʼs product development team.
During the critiques, it was really useful to get feedback from our professor, which helped improve our project 
significantly. I was in charge of the technical feasibility, but I only listed some possible technologies and domains. This 
wasnʼt convincing enough so our professor suggested I use diagrams and a simple prototype to illustrate how the 
conversation is created using NLP and other technologies, which is a very straightforward way to illustrate our idea.
Overall I think this project is really useful for understanding NLP technology and its various applications. This 
technology is really crucial for better human-computer interactions and will benefit our lives in a significant way.



Xinfei - Shaping the Big Idea (Ideation & Consequence Scanning) 

My initial ideation centered on three pivotal NLP capabilities: response generation, language translation and interpretation, and 
information retrieval and clustering. As I delved deeper into this ideation phase, I recognized that a significant portion of my 
ideation was entrenched in the field of learning science. This realization became more pronounced when my group mates and I 
put our ideas on the same table. It was evident that most of us had envisioned multiple applications of NLP in enhancing learning 
sciences, reinforcing the notion that this is a promising area for application.

Among the most, several were focused on integrating NLP technology into the development of educational technologies, aiming 
to personalize the learning experience. Current mainstream intelligent tutoring systems are predominantly based on expert 
systems. These systems typically operate by having a student perform an action, to which the system fires a predetermined 
feedback. However, the integration of NLP technology promises a much more tailored learning journey. This personalization is 
achieved by interpreting and responding to the unique inputs of each learner, thereby creating a more engaging and effective 
educational experience.

However, during consequence scanning, we also realized that it also poses challenges: There's a risk of diminishing crucial 
teacher-student interactions. Additionally, precision in interpreting diverse student inputs, providing accurate explanations in 
domain knowledge and ensuring data privacy are major concerns. Thus, while NLP promises to revolutionize educational 
practices, it requires a balanced approach considering its impact on students, educators, and the educational infrastructure.



Xinfei - Critique & Overall Reflection

This module provided me with the opportunity for a thorough and detailed exploration of the nuanced distinctions between NLP 
and closely related fields, such as speech analysis. This journey was initially sparked by our initial concept of creating a 
language-learning tutor aimed at helping foreigners achieve more native-like pronunciation. This ambitious goal necessitated the 
tutor's enhanced capabilities in accent manipulation. As we ventured deeper into this realm, our research expanded heavily into 
the field of speech analysis. This investigation unveiled the complexities and current limitations inherent in language 
technologies. A notable discovery was the intricate interplay between linguistic elements and their varied perception across 
different accents and dialects. Understanding these nuances was crucial for developing a system capable of guiding learners 
effectively in their pronunciation journey.

Redirecting our focus towards a more practical objective – a language learning tutor that facilitates more natural conversations – 
we encountered a saturated market of similar products. However, we observed that none were particularly distinguished, 
primarily due to the gap between their design ambitions and the current technological limitations. This realization led us to a 
critical reflection on the balance between innovative design and the pragmatic application of existing technological capabilities. 
It became clear that to make a meaningful impact in this space, our approach needed to not only leverage advanced NLP and 
speech analysis techniques but also address the practical challenges in language learning technology. This required a creative 
blend of technical prowess and an understanding of the learner's expectation and needs, aiming to bridge the gap between 
aspiration and reality in language learning tools.



Durga
Throughout the ideation phase, I focused on three pivotal NLP capabilities: speech recognition, autocorrect, 
and text summarization. Collaborating with my team, we brainstormed diverse ideas for each capability, 
exploring potential applications across different domains. The value-effort matrix, cost-proficiency matrix, 
and a ranking system played key roles in refining concepts, ensuring practicality for AI product 
development.

A recurring theme emerged, highlighting the significant potential of NLP in learning sciences. Our ideas were 
centered on enhancing educational technologies, particularly through personalized learning experiences. 
The integration of NLP promised tailored journeys for learners, addressing the limitations of current expert 
system-based tutoring.

During consequence scanning, we identified potential challenges. Personalization might risk diminishing 
crucial teacher-student interactions, and precision in interpreting diverse student inputs posed concerns. 
Balancing the transformative potential of NLP with ethical considerations became imperative, emphasizing 
the need for a nuanced approach in its application to education.

Consequence scanning shaped our project into a language-learning chatbot, prioritizing proficiency 
alignment. Professor feedback led to a clearer technical feasibility presentation with diagrams and a 
prototype. The project highlighted NLP's crucial role in enhancing human-computer interactions, 
foreseeing positive impacts on user learning and continuous improvement process.



Ashima - Shaping the Big Idea (Ideation & Consequence Scanning) 

Reflecting on the ideation phase of the Duolingo Audio Chatbot, I was struck by the dynamic and 
multifaceted nature of brainstorming sessions that led to the 'big idea .̓ The process was a blend of 
creativity and structured thinking. 

We explored numerous concepts, but it was the intersection of language learning needs and 
cutting-edge NLP technology where we found our focus. This convergence sparked the concept of an 
audio chatbot that could revolutionize language acquisition. 

We deliberated on the potential implications, both positive and negative, the chatbot could have on 
user experience and business outcomes. This deep dive into the "what-ifs" taught me the importance 
of foresight in product development and the responsibility that comes with deploying new 
technologies.

Through this phase, I learned the value of cross-disciplinary collaboration, where diverse perspectives 
coalesce to shape an idea that is innovative, feasible, and socially responsible



Ashima - Critique & Overall Reflection

The critique phase was a robust and, at times, challenging part of the process. Receiving feedback on 
the Audio Chatbot's financial model put our assumptions under the microscope and forced us to 
rethink and refine our approach. I learned the power of constructive criticism in transforming a good 
idea into a great one.

The exercise has been enlightening, enhancing my skills in financial modeling, strategic planning, and 
effective communication. 

I also took the ownership of the part which i always struggled with which is the financial structuring, 
and while i struggled with it initially, with the right feedback and understanding i was able to get into 
the details and enjoyed the process thoroughly.

The collective effort of each team member, with their unique strengths and insights, was instrumental 
in shaping the project's trajectory.



At the beginning of the project, a lot of my ideation tended to fall into the domains of language learning, professional 
development (interviews), and conversation practice (e.g. social skills development). I thought this was an interesting trend in my 
ideation process, as a lot of these use cases emphasize using AI interaction as a substitute for human interaction. Thus, two of the 
biggest concerns I found in my ideas were consequences of AI not being human-like enough, which may cause discomfort or 
negative psychological effects in the user, or being unable to respond to certain situations as fluidly as a human, particularly in 
situations like interviews. After we all individually ideated, we found that multiple group members independently came up with 
the highly-ranked language learning tool idea, indicating a good sign to move forward.
Our idea evaluation process in this project built off of our previous skillsets, such as ranking and risk evaluations. This time, we 
also incorporated consequence scanning, where we listed any possible consequences we could think of, to see if this idea would 
produce any effects that were too egregious. . This holistic approach let us consider not only the immediate positives of the idea 
but also its long-term impact on all stakeholders involved.

Melody - Shaping the Big Idea (Ideation & Consequence Scanning) 



After confirming the base idea, we spent a lot of time refining the idea and its details, with emphasis on how it would fit within the 
market and developing the user flow. Doing this, I learned more about the capabilities of NLP, and some of the difficulties in 
implementation. For instance, with the language learning concept, one of the ideas we initially had was to have the audio chatbot 
correct peopleʼs pronunciations of words as well as providing conversation practice, but after speaking with the instructor, we 
learned that there are limitations to the current technology in effectively handling variations in pronunciations. So, we changed 
our focus to be on improving the userʼs actual word choice instead. We also found that a concern we got from critique was that it 
would be competing with the big established language learning app, Duolingo. In turn, instead of competing with Duolingo, we 
decided to shift our focus to be an additional feature. So, through this project, I feel that I practiced the process of understanding 
the current situation and adapting to it, both with the technical side (limitations of NLP) and the market/business aspects.

Melody - Critique & Overall Reflection



Suzie Liu
NLP is a growing AI technology in trend, and it is exciting to be able to work with it. Out of the four projects I 
was involved in this semester, this is the first time I worked as a part of an existing company/product, 
and it is both easier and harder. It is good that we have a base model and know what is operable/profitable 
in real life; at the same time, though, we need to spend extra effort differentiating our proposal and the 
existing model. I feel that the part I worked on for parallel refinement, user desirability, is key to making that 
distinction. I tried to demonstrate that our alternative version is beneficial in three aspects, redefining the 
experience of using a language learning chatbot. It is sort of also the point of this class: to think about a 
range of applications of the same technology by framing it with different scales, markets, and features.

Consequence scanning was a difficult part for me because of the limited real-life experience and 
understanding I have on the current market of AI technologies. I found it hard to foresee or brainstorm, 
especially the “unexpected positive” points. Now that I reflect on this, a way to approach it is to question 
ourselves why existing technologies are not designed the way we are proposing, since there are usually 
solid reasons — risks associated with them. Then we can start to take precautions.


